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Learning Objectives 
 

 Understand the fundamental concepts and methods of network analysis 
 Explain the most important issues and become familiar with the basic notation and 

terminology used for network analysis  
 Develop elementary and practical network analysis skills and be able to visualize and 

compute main measures 
 Show how to apply the methods of network science to unravel real-life problems and 

analyze real-world networks 

Abstract 

Over the last years, network analytic methods have been able to provide insights into the structural 
and dynamic characteristics of systems and phenomena, and they are considered a natural choice 
when complex systems or phenomena are involved. As a result, these methods have sparked a 
growing interest in both the tourism and hospitality domains. This chapter will contain an 
introduction to the concepts, background, and methods of network analysis. After a brief 
introduction in which the rationale and foundations of network analysis are highlighted, the reader 
will be provided with a basic series of definitions of the main metrics and with the approach that 
needs to be followed for a good analysis. The How-To section will contain a worked example, 
allowing the reader to become familiar with the operative steps of conducting an analysis and 
interpreting the outcomes. A full research case will then be briefly described and commented on. 
Lastly, the chapter will conclude with a list of the most relevant and used software packages in this 
area of work.  

 



Introduction and theoretical foundations 

Most known and studied systems and phenomena can be classified as complex systems. 
Complex, in the popular language, indicates something one has difficulty fully understanding or 
describing; here, however, complex refers to a specific class of elements. They are characterized 
by having a certain number of parts, often organized with a detectable structure (Brodu, 2009; 
Levin, 2003; Lewin, 1999). These elements are interconnected, and the relationships that bind 
them are of a non-linear nature. The system exhibits a number of peculiar features, the most 
relevant of which include the following: 

 emergence: structures and behaviors seem to appear at a global level that cannot be 
easily derived from single elements; 

 robustness and fragility: sudden events might be easily absorbed by the system, but 
some seemingly insignificant shocks might disrupt it; 

 self-organization: the system seems to generate structures or hierarchies autonomously 
and without any central guidance; 

 evolutionary dynamics (adaptiveness): systems have a continuous exchange with the 
environment they are embedded in, and they adapt to these evolving conditions. 

The net result is a fundamental unpredictability of the detailed structural and dynamic 
characteristics in the long term. Examples of complex adaptive systems include the patterns of 
birds in flight or the interactions of various life forms in an ecosystem, the behavior of consumers in 
a retail environment, people and groups in a community, the economy, the stock-market, the 
weather, earthquakes, traffic jams, the immune system, river networks, zebra stripes, sea-shell 
patterns, and many others. As such, tourism and tourism systems (e.g. destinations) are, 
unquestionably, typical complex systems. Its basic composition (elements and relationships) 
naturally leads to the idea of a useful representation being that of a network. A network (graph) is 
an abstract model in which the elements of the system are represented as dots connected by lines. 
A further abstraction consists of describing the network with a matrix (a.k.a. an adjacency matrix) 
whose elements indicate whether two nodes are connected or not. This allows for the use of 
powerful methods of linear algebra to calculate a wide array of measures that provide the 
characterizing features of the network (Barabási, 2016; Coscia, 2021; Sayama et al., 2016).  

The basic idea of network science involves mapping and analyzing the patterns of relations among 
the elements of a system to understand its structure and, given a strong existing link, to examine 
its functions and the dynamic processes that may be involved. Moreover, mathematical modeling 
makes it possible to employ a wide array of techniques in order to simulate phenomena in cases 
where a real-life experiment would not be feasible due to theoretical, ethical, or practical reasons 
(Baggio & Baggio, 2020). 

Lastly, the topological approach, which, regardless of the nature of the elements at play, takes 
structural features into account, allows the consideration of ensembles of objects (networks) 
belonging to very diverse domains and studies the possible existence of universal features that can 
better help to understand specific systems via analogical means. This is done based on a strong 
theoretical background, that of statistical physics, from which network science borrows many 
techniques and methodological approaches. 

Network analysis in a nutshell 
Formally speaking, a graph (network) is a pair G = (V, E), where V is a set of vertices (nodes), and 
E is a set of pairs of distinct vertices, which are members of V: E = {(u,v) | u, v  V }. The elements 



of E are called arcs, ties, links, or edges. Links can be assigned different properties, such as 
direction or weight (cost, intensity, duration, etc.). The basic types shown in Figure 1 below which 
also contain their matrix representation (adjacency matrices). 

 

Figure 1. Network types 

A special type of network is that of bipartite (a.k.a. 2-mode or affiliation network) in which the nodes 
can be divided into two disjoint and independent sets such that the edges only connect members 
of different sets. Examples may include authors-papers, affiliates-groups, topics-documents, and 
so on. For those interested, a complete survey of this network type can be found in the works of 
Pavlopoulos et al. (2018) and Guillaume and Latapy (2006). 

Recent literature has provided a wealth of measures that can be used to characterize a network 
(Barabási, 2016; da Fontoura Costa et al., 2007). Among these, the most relevant and often used 
are the following:  

 density: the portion of potential connections in a network that are actually present; 
 degree: the number of links each node has; and degree distribution, the statistical 

distribution of the number (and sometimes the type) of the linkages among the network 
elements; 

 assortativity: the correlation between the degrees of neighboring nodes; 
 average path length: the mean distance (number of links) between any two nodes and 

diameter, the maximal shortest path connecting any two nodes; 
 closeness: the mean weighted distance (i.e. the shortest path) between a node and all 

other nodes reachable from it; 
 betweenness: the extent to which a node falls between others on the shortest paths 

connecting them; 
 clustering coefficient: the concentration of connections of a node’s neighbors – it 

provides a measure of the heterogeneity of the local density of links; 
 eigenvector: calculated by using the matrix representation of the network and its 

principal eigenvector and based on the idea that a relationship to a more interconnected 
node contributes to its own centrality to a greater extent than a relationship with a less 
efficient interconnected node. One variation of this measure is the well-known 
PageRank. 



A network study starts with collecting the necessary data (i.e. nodes and links). When tourism 
systems (e.g. destinations) are involved, the nodes typically represent the different stakeholders of 
the system (hotels, restaurants, service companies, travel agencies, public bodies, etc.). The links 
may be collected using different methods, for instance, surveys (explicitly asking participants for 
and about their connections), websites’ hyperlinks between companies, listings from associations 
or consortia, official records on co-ownership, and so on. Frequency of connections or perceived 
importance can be used as weights for the edges. Once a network has been built, the study makes 
use of suitable software packages or libraries for some programming languages in order to derive 
the various measures that are typically used for assessing the system’s features at three levels of 
analysis: 

 individual (microscopic) level: refers to the specific nodal properties such as degree, 
betweenness, closeness, clustering coefficient, and so on. Normalized versions of these 
metrics are usually known as centralities (e.g. degree centrality, betweenness centrality, 
etc.); 

 intermediate (mesoscopic) level: aims at highlighting the possible modular structure of a 
network. These modules (communities or clusters) are formed by nodes that are more 
densely connected between themselves than to the rest of the network (Figure 2). The 
quality of the division into modules is measured by a modularity index. Several 
algorithms allow for the detection of these clusters (Fortunato, 2010); for instance, one 
of the most used and reliable algorithms is that proposed by Traag et al. (2019), also 
known as the Leiden algorithm. Built upon previous techniques, this iterative algorithm 
recursively assigns nodes to different groups until all elements are locally optimally 
assigned to a partition (i.e. the modularity index is maximized), providing communities 
that are guaranteed to be connected. Hierarchical structures can also be revealed by 
using similar algorithms; 

 

Figure 2. A network and its communities 

 global (macroscopic) level: describes the overall structure operationalized by quantities 
such as density, average path length, diameter, etc. The most important and common 
measurement for describing the topology (structure) of a network is the probability 
distribution of the degrees, P(k) (degree distribution). Its mathematical form hints at the 
general features of the network, its complexity, and its behavior when subject to a 
dynamic process. For many real networks, typical degree distribution has a power-law 
shape (P(k)  k-, see Figure 3); that is, few nodes have many connections (i.e. hubs), 



while many others only have a few links. The degree distribution is also an indicator of 
possible mechanisms for the formation and evolution of the network (Coscia, 2021; 
Newman et al., 2011). Other measures used to describe macroscopic characteristics 
are the existing correlations between the distributions of different metrics as well as the 
average values of the microscopic metrics over the whole network. 

 

Figure 3. A degree distribution with its cumulative version (axes are logarithmic to better show the long tailed 
shape of the distributions) 

 

How-to-Section 

Network analysis naturally leads the researcher to adopt a broad systemic view and to focus on 
general issues that concern the area or the problem under investigation. In many cases, the use of 
these methods has resulted in outcomes that can be considered counterintuitive or not sufficiently 
highlighted (see e.g. Baggio, 2011). As for any other inquiry, it is important to start with a clear idea 
of the objectives of the work since these may affect the choices concerning the definition of the 
different elements, the techniques, and the metrics to be used. Normally, a good scan of the 
literature can provide valuable suggestions in this regard. From these preliminary explorations, a 
conceptual map can be drawn containing all the elements and steps needed (see e.g. Baggio & 
Baggio, 2020). 

Once a research question has been determined, the next step consists of defining the elements of 
the network: the nodes and links. Usually, this process is a relatively straightforward task for what 
concerns the nodes; they can be, for example, the stakeholders (firms, associations, public bodies, 
etc.) at a destination, employees in a company, papers published, or individuals. Together with the 
names of the entities identified as nodes, it is also recommended to collect some attributes that 
describe them (e.g. location, size, type of business, type of entity, etc.), which can then be used for 
later comparisons. Links are uncovered, as previously stated above, by using a survey in which 
respondents are asked to indicate their main connections, public records, listings for groups, and 
so on. Here, too, an evaluation of the relevance (e.g. importance, cost, speed, frequency of 
contacts, etc.) can then be used to weigh the links, if need be. These weights can then be 
rendered using a suitable scale, which also allows for the use of some qualitative features. All in 
all, it is essential to try to be as complete as possible. In fact, the distributions of practically all the 
network’s characteristics (degree, closeness, betweenness, etc.) are strongly skewed, showing 
long tails, and, therefore, all the usual sampling considerations (designed for almost-normal 
distributions) do not apply. Verification of this completeness can be confirmed with good 



knowledge of the analyzed domain and by resorting to a few interviews with some knowledgeable 
informants. 

Ideally, all the data points should be organized into a couple of tables, as shown in Figure 4 below. 

 

Figure 4. Sample data collection table 

The use of a tool such as Excel allows for the organization of the data and can easily transform the 
data into the format requested by the software chosen for the analysis (often, as for Gephi, a csv 
file). 

Once the network has been obtained, a suitable software (see “Available Software”) can calculate 
all the desired metrics. Software packages, such as Gephi, Unicet, Pajek, etc., provide functions 
for basic analyses and have little (or limited) support when special network features are involved 
(e.g. bipartite networks, link weights, directionality of links, etc.). More advanced methods, or full 
treatment of special cases, as well as dynamic simulations, need to be addressed using more 
efficient libraries such as those implemented in Python (NetworkX, igraph, etc.), R (igraph, sna, 
tnet, etc.), or MATLAB. 

 

A worked example 

For this example, the software Gephi will be used, which is a good choice for an initial approach to 
network analysis. The reader is advised to follow the tutorials provided online in order to better 
understand and become familiar with the basic functioning thereof (https://gephi.org/users/)1. 

Let us consider the network of a small tourism destination in which the nodes are the companies 
and associations in the area. They are assigned an attribute (Biz) that codes their main business 
activity (Association: ASS; Hotel: HOT; Other Accommodation: OTH; Restaurant: RES; Other 
services: SRV; Travel Agency: TVA). The links represent any type of collaboration or relation 
between two entities, and the network is symmetric and unweighted. The objective is thus to 
analyze this network and highlight the most important items and how they cluster together in order 
to assess the collaborative atmosphere at the destination. 

 
1 The Gephi file is available at: https://github.com/DataScience-in-Tourism/Chapter-21-Social-Network-Analysis 



 

Figure 5. Gephi main screen 

The network is loaded and displayed in the main Gephi panel (Overview), and the main working 
environment (Figure 5) provides the user with all the algorithms needed for analyzing the network 
and its visualization. In particular, the Statistics panel contains the functions needed to calculate 
all the metrics described above (Figure 6). 

 

Figure 6. Gephi’s Statistics functions 

Once done, all the results can be found in the Data Laboratory screen (Figure 7). The table can 
be downloaded as a csv file, which can then be analyzed further with other tools, for example, 
Excel, if needed. 



 

Figure 7. Gephi’s Data Laboratory screen with an example of the metrics computed by the program 

From this window, one can easily identify the most relevant elements by sorting the different 
metrics. Keep in mind that, depending on the extent to which importance is given, different 
measures may apply. Here, degree signals popularity, clustering coefficient refers to collaborative 
relationships with immediate neighbors, and betweenness indicates a broker or a bottleneck. If 
necessary, a global indicator can be derived from averaging all of these values. 

The analysis reveals a network with low connectivity (density = 0.038) yet good compactness for 
the low value of the average path length and diameter (diameter = 6, average path length = 2.539). 
The good average clustering coefficient (0.5) shows good capabilities and willingness from the 
actors’ side to work with their immediate neighbors. Moreover, a modularity analysis identifies four 
communities (Figure 8); but relatively badly defined (Q = 0.299, a low value). If, then, we consider 
the composition of these communities, for example, by coloring them by business type, we see that 
they are all “mixed”, that is, no cluster is formed by one single type of operator. It must be noted 
here that, unfortunately, Gephi does not provide functions for this type of node rearrangement. 
Therefore, the repositioning must be performed by hand, which is clearly only feasible in cases 
where the number of nodes is not too high. Thus, by highlighting the different communities 
(relatively poorly separated), a relatively good tendency to collaborate could be emphasized. Yet, 
considering that they are formed by different types of tourism operators, a good possibility of 
imagining and designing multifaceted products and services exists. Overall, all of these 
considerations should be validated and verified by taking deeper knowledge of the specific 
destination into account.  

Finally, the last Gephi panel (Preview) shows a picture of a network that can be personalized and 
exported into a variety of different formats. 

 



 

Figure 8. A network laid out and colored by the communities uncovered and by the type of business inside 
the communities 

It is important to take into consideration that regardless of which package is selected, they all have 
their limitations in the fact that the metrics and the type of analyzable network (symmetric, 
weighted, directed, etc.) are given. Moreover, it is not always easy to understand what parameters 
are used for the calculations (algorithm, normalization factors, features considered, links’ weights, 
etc.). When peculiar computations are needed, the only possibility is to use a programming 
language with the available libraries. The same can be said if some kind of simulation is desired or 
if modifications are to be implemented on the network as well as their effects assessed. 

Lastly, it is worth underlining that this is a domain in which the old distinction between qualitative 
and quantitative approaches is not only meaningless but can also be viewed as dangerous. As 
exemplified and well-defined in Mariani and Baggio (2020), purely qualitative methods risk leading 
to contradictory or inaccurate results. On the other hand, good qualitative knowledge of the issues 
under study is of crucial importance for a correct and useful interpretation of the quantitative 
results. For this reason, and given the different competencies and expertise required, a meaningful 
study typically requires a well-mixed multidisciplinary team of researchers. 

 

Research-Case  

The case described in this section is the one discussed in Raisi et al.’s (2019) paper, “A network 
perspective of knowledge transfer in tourism”. The objective is to investigate the characteristics of 
the inter-organizational knowledge transfer in Western Australian tourism by assessing the 
topological characteristics of the existing network at the destination. The relevance of this issue is 
evident since efficient, effective, and smooth flows are recognized to be of crucial importance for 
creating a sustained competitive advantage in both destinations and individual organizations and 
are a prerequisite for establishing the innovative atmosphere fundamental for maintaining a good 
level of competitiveness (Cooper, 2018; Hjalager, 2010). 

The network was built by collecting data from companies, businesses, and organizations involved 
in the tourism industry in the area through an online questionnaire. Essentially, the question asked 
individuals to name ten entities, in order of importance, from which the participants receive 
information or knowledge and the (perceived) importance of these transfers for their own business. 
The resulting network is directed (direction being the citation of an existing relationship), and the 
analysis used a combination of tools including UCINET (Borgatti et al., 1992), Gephi (Bastian et al., 



2009), and the Networkx Python library (Hagberg et al., 2008). These resulted in the metrics 
summarized in Figure 9.  

 

Figure 9. The Western Australian tourism network and its main characteristics (adapted from Raisi et al., 
2019) 

The network is rather sparse (very low density) but relatively compact (small diameter and low 
average path length). Furthermore, the degree distribution has a clear power-law shape, meaning 
that a large number of organizations receive information from a few but highly central 
organizations. The clustering coefficient calculated on a symmetrized version of the network is 
relatively high, and the modularity index is similarly high as well. This indicates that a few (16) well-
defined communities exist and that the actors tend to form small, closely related collaborative 
groups. Drawing the relationship between the average clustering coefficient of a node and its 
degree, a power-law relationship is obtained that suggests a hierarchical organization of the whole 
system (see Ravasz & Barabási, 2003).  

 

Figure 10. The most relevant actors in the Western Australian tourism network (adapted from Raisi et al., 
2019) 



From a microscopic point of view, the authors identify the most relevant actors in the network. 
Given the different meanings of “importance” attributed to the various nodal measures, a workable 
suggestion is to use, as a global indicator, the geometric mean of the normalized values of the four 
main centrality measures: in-degree, closeness, betweenness, and eigenvector (Sainaghi & 
Baggio, 2014). The completed ranking is shown in Figure 10, which clearly renders regional public 
institutions and associations as important for disseminating information and knowledge. 

Thus, in this particular case, the use of network analytic methods was able to provide a good 
picture of the situation and supply a series of outcomes that, most likely, would have remained 
blurred when using other methods. More importantly, however, this investigation has opened up an 
avenue of deeper and more interesting analyses. One possible development would be to refine the 
analysis by estimating, for each actor, the capabilities to absorb and transfer information and see 
how this modifies the overall picture. Moreover, by implementing some suitable numerical 
simulation, it would be possible to examine the effects different modifications of the network’s 
structure can have on the dynamic process of exchanging information as well as how to optimize 
the process. 

 

Service-Section  

Main application fields:  

Practically any domain in which a “relational” aspect is considered important and in which entities 
with the role of nodes and relationships between any two of them can be reasonably and 
meaningfully defined. 

Limitations & pitfalls:  

The initial data collection is a delicate matter (see above) as it is the use of specific software tools 
that might limit the cases in which they can be used and force the researcher (usually for reasons 
regarding lack of awareness or know-how) to resort to unnecessary modifications of the network 
(e.g. symmetrizing, projecting bipartite networks, dichotomizing links’ weights, etc.), ultimately 
reducing the informative content of the data, without, at least, exploring the effects of various 
possible changes.  

Similar methods and methods to combine with:  

Any other method that is useful to fully answer the research questions. Often combined with some 
regression or correlation analysis. 

 

Available Software / Solutions 

Name: Social network analysis software 
Website: https://en.wikipedia.org/wiki/Social_network_analysis_software 
Description: Long list of network analysis software applications and libraries 
 

Name: Gephi 
Website: https://gephi.org/ 
Description: Visualization and calculation of basic network measures 



Costs: Free 
Distribution: Download from website. Multiplatform 
 

Name: Ucinet 
Website: https://sites.google.com/site/ucinetsoftware/home 
Description: Calculation of basic network measures 
Costs: Commercial 
Distribution: Download from website. Windows only 
 

Name: Pajek 
Website: http://mrvar.fdv.uni-lj.si/pajek/ 
Description: Visualization and calculation of basic network measures 
Costs: Free 
Distribution: Download from website. Windows only (can run on Mac or Linux via 

Wine) 
 

Name: Python language and libraries (Networkx, python-igraph) 
Website: https://www.python.org/ 
Description: Complete libraries for visualization, calculations, and dynamic 

modeling 
Costs: Free 
Distribution: Install a distribution such as Anaconda https://www.anaconda.com/, a 

freely available compilation of Python language and libraries that 
includes Networkx and all the dependencies needed.  
Python-igraph, if needed, must be added separately (can be installed 
using: “conda install -c conda-forge python-igraph” 

 

Name: R libraries (igraph, sna, tnet etc.) 
Website: https://www.r-project.org/  
Description: Complete libraries for visualization, calculations, and dynamic 

modeling 
Costs: Free 
Distribution: All libraries are available on one of the “The Comprehensive R 

Archive Network (CRAN)” mirrors:  
https://cran.r-project.org/mirrors.html 

 

Name: Matlab toolboxes 
Website: https://www.mathworks.com/ 
Description: Complete libraries for visualization, calculations, and dynamic 

modeling 
Costs: Commercial (expensive); many toolboxes, however, are free. 
Distribution: Academic licenses or other facilities may exist depending on the 

singular institutions. 
Many toolboxes for network analysis exist (generally free). They can 
be located with a Google search (e.g. ”matlab network analysis 
toolbox”) 
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Glossary 

Model: a concise, actionable and predictive representation of the system or phenomenon created 
to meet a specific goal. Models can be broadly divided into descriptive and analytical. Descriptive 
models rely on simulations and are often the basis for numerical simulations. Analytical models are 
made up of sets of equations describing the characteristics and the behavior of a system. 

Network: A system composed of interconnected elements. It can be rendered graphically (graph) 
by using a series of points (vertices or nodes) linked by lines (edges or links). The nodes in a 
network can represent simple objects (a person in a friendship network) or complex entities (a firm 
or a website). A link indicates some type of relationship between two nodes. This can be an 
information exchange, a chemical reaction, a force etc. Links can be sym¬metric or directed (a trip 
from a place to another) and can be assigned a weight measuring a strength, an importance or a 
value. many measures of individual and global features can be calculated for characterizing the 
different configurations. These are mostly rooted in the mathematical discipline of graph theory. 

Numerical  simulation: A computation, typically run as a computerized algorithm, that implements 
a model for a system. Numerical simulations are used to study the behavior of systems whose 
analytical models are too complex to provide analytical solutions, as in most nonlinear systems, or 
when real-life experiments are not feasible for theoretical or practical reasons as in the case of 
social and economic systems. 

System: A conceptual or real entity made of a number of elements interacting dynamically and 
generating some global behavior. Systems can be simple, complicated or complex. Simple 
systems have few compo¬nents with linear interactions and show predictable behaviors. 
Complicated systems contains a large number of components, but still with linear interactions. The 
global behavior can be (at least in principle) analyzed and derived as a superposition of the 
characteristics of some smaller parts. Complex systems are characterized by nonlinear interactions 
and feedback loops. They display a high sensitivity to initial conditions, a dynamic behavior 
adaptable to the environment, and can become chaotic. Emergent, self-organizing, structures and 
behaviors typical of these systems cannot be derived as a com¬position of its elements’ features 
and properties.  

Topology: The study of the intrinsic properties of an object or system that are due to its structural 
con-figuration and that are not modified by certain types of deformations or transformations that 
instead may radically change the geometric characteristics. 

 

 


