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Foreword
The tourism subject continues to mature, evidenced by debates on
research approaches and the ever-increasing sophistication of the
techniques used to investigate the activity that is tourism. These debates
are often focused around the quantitative versus qualitative debate, and
as Rodolfo and Jane say in their introduction, statistics and the
quantitative approach are often labeled as ‘disagreeable’. Yet, if tourism
is to mature effectively as a subject, we cannot hide from the demands of
quantitative approaches.

At a stroke, this book progresses the maturity of tourism while also
removing the mystique surrounding numbers and tourism. This is not a
quantitative methods textbook; rather, it is a manual to guide tourism
researchers through the minefield of advanced quantitative methods and
how to apply them to tourism research. The book is unusual because it is
written by experts in mathematics and quantitative methods; experts
who have since moved into the tourism subject area. As such, this is a
‘grown up’ book that makes a number of demands and assumptions of
its readers, providing researchers with the practical tools necessary for
the analysis of complex tourism data sets, without shying away from the
word ‘complex’. This book will considerably enhance the standing of
tourism as a subject and I know that it will be a valuable addition to the
researchers’ armory.

Chris Cooper
Oxford Brookes University

Oxford
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Introduction

Data is like garbage. You had better know what you are going to do with it before

you collect it

Mark Twain

Many people consider statistics a disagreeable discipline. Probably
because for centuries it has been used to allow power (whether public or
private) to achieve its objectives. Did a king want to declare war? His
mathematicians counted people fit for military service, their available
means and their equipment. Were funds for building a palace or a castle
insufficient? Incomes were calculated, and taxes were increased just
enough, if the regency was astute, to collect the amount of money
required to satisfy all the wishes without squeezing the taxpayers too
much. Was a firm in need of increasing production or profit levels?
Statisticians were employed to count, measure, highlight weak areas,
rationalize costs, remove or add workers and suggest possible solutions.
Yet, with its methods, medicine, technology, economics and many other
disciplines have reached levels that have allowed us to live longer and
better, to work in more favorable conditions and to have a deeper
knowledge of the physical world.

Formally, statistics has the objective of collecting, analyzing and
interpreting data collected in various ways and assessing methods and
procedures for performing these activities. The objective of a statistician
is to derive universally valid conclusions from a collection of partial
observations. With a very practical approach, knowing that measuring all
the aspects of a phenomenon can be impossible for many reasons, we
employ well studied and discussed scientific methods to do the work,
and, more importantly, to give some measure of the reliability of the
conclusions drawn. In his book, The Rise of Statistical Thinking 1820�1900,
Theodore Porter states:

Statistics has become known in the twentieth century as the
mathematical tool for analysing experimental and observational
data. Enshrined by public policy as the only reliable basis for
judgements as to the efficacy of medical procedures or the safety of
chemicals, and adopted by business for such uses as industrial
quality control, it is evidently among the products of science whose
influence on public and private life has been most pervasive.

xxi



Statistical analysis has also come to be seen in many scientific
disciplines as indispensable for drawing reliable conclusions from
empirical results. For some modern fields, such as quantitative
genetics, statistical mechanics, and the psychological field of intelli-
gence testing, statistical mathematics is inseparable from actual
theory. Not since the invention of calculus, if ever, has a new field
of mathematics found so extensive a domain of applications. (p. 3)

Tourism, like many other human activities, relies heavily on data of all
sorts and the quantitative treatment of data and information collected in a
wide variety of ways is a crucial endeavor for both academics and
practitioners. Yet, numbers and formulas are not the most widely diffused
objects in the tourism field and our experience in this area tells us that
application of mathematical and statistical concepts and procedures is far
from common practice.

In its long history, statistics has implemented a large number of
techniques for dealing with different situations and giving answers in
different conditions. Very sophisticated, and sometimes complicated,
procedures enable us to derive justified outcomes that, in many cases,
prove to be crucial for decision making, or for the implementation of
development plans or policies, or simply for understanding how tourism
activities unfold.

Many of these techniques, however, can only be found in scholarly
journal papers or in advanced specialized books. There is, generally,
little practical information on a variety of methods and, mainly, on the
way they can be applied to tourism cases. Advanced quantitative
methods are rarely described in tourism textbooks, and the treatment
given in more standard statistical textbooks is, at times, too theoretical
and gives little operational information. On the other hand, a quick
survey of the tourism literature shows a certain limitation in the number
of methods and techniques.

This book aims to fill this information gap by providing practical tools
for the quantitative analysis of data in the tourism field. The main
objective is to make available a usable reference book rather than a
theoretical text discussing themethods. For a full treatment of the different
methods described, the reader will be supplied with relevant references
on the different topics. Most of the methods presented have been chosen
after a survey of the tourism literature. We have also taken into account
many current techniques used in journals and scientific publications as
well as our experience in teaching these topics and the efforts spent in
trying to find instructional materials with the right mix of arguments and
the right balance between scientific rigor, practical usefulness and
simplicity of language. This work has highlighted a number of approaches
that have been shown to provide interesting outcomes. To these, a number
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ofmore recent topics have been added. They arewell consolidated in other
disciplines and their effectiveness allows us to see a promising future for
their application to tourism studies.

Different from a standard statistics textbook, this work gives little
space to the theoretical discussion of the methods presented. Rather, it
aims at providing practical hints on their applicability and, where
appropriate, a discussion on their advantages and disadvantages.
Many examples are presented and references to similar studies are
illustrated; they are an integral part of the text and, in many cases,
replace the theoretical exposition of the methods discussed.

This book has been designed for graduate students at master and PhD
level, researchers in both tourism and the social sciences, and practi-
tioners or industry consultants. It is assumed that the reader has at least a
basic understanding and some (good) familiarity with elementary
statistics (descriptive and inferential) and with concepts and terms
such as confidence limits, significance levels, degrees of freedom,
probability and probability distributions and so on. In any case,
numerous references in the book will point the reader to noteworthy
works in which they will find extensive mathematical and conceptual
treatment for the different topics to satisfy their curiosities or needs to
explore all the nuances of the methods discussed here. Many of the
techniques described definitely require the use of some software
program, and in many cases, the standard statistical analysis programs
do not contain dedicated functions for them. Nevertheless, these can be
found without much effort on the Internet as small executable programs
or scripts for some widely used application development environments,
such as Matlab or GAUSS. References have been given with the text and
an appendix contains a list of these programs with their internet
addresses. Needless to say, some familiarity with the use of a computer
is an unavoidable skill today.

Many authors report, as diffuse wisdom, the fact that every equation
included in a book would halve the sales. Caring much for the economic
health of our publisher, we have tried to reduce mathematical expres-
sions to a minimum. However, as the reader will understand, some of
them are unavoidable when speaking the language of numbers.

Finally, it is important to remark here that, although it is commonly
considered to be a scientific discipline, statistics might be more
accurately thought of as a craft or an art, where experience plays a
central role and numerous different interpretations of even basic
concepts and procedures exist. What is presented in this book is the
interpretation (grounded) of the authors. We have taken care to present
the most widely accepted readings, but in some cases our views might be
questioned and different versions may be found in the literature.
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The book is divided in two parts. The first part deals with data
analysis methods that are widely used by the tourism research commu-
nity, but not described much in standard tourism books. The second part
describes some numerical methods that, to date, have seen limited usage
in tourism studies. These techniques are gaining wide attention and a
reputation in many disciplines for the study of several types of system,
especially when the issues investigated are difficult or not tractable with
analytical methods. They have been made practically usable through the
operation of modern computer systems. Although, in some cases, highly
computationally intensive, they have proved to be able to provide useful
insights that can complement the conclusions attained by more tradi-
tional methods and may give, in the future, different perspectives to the
field of tourism. An appendix describing some of the more used software
tools closes the book.

All the chapters have been written to be independent of one another,
and for this reason the references have been listed separately at the end
of each chapter. In this way, the reader is not forced to go through the
book with a predetermined sequence, but is free to hop here and there,
following their own curiosity or needs.

As a final note, the authors wish to advise the reader that all the internet
addresses contained in the book have been checked before releasing the
final version of the text. However, nothing can guarantee that they will not
change or disappear. Should this happen, an online search will surely
enable the reader to find moved pages or similar contents.

The authors would like to thank a number of people who have helped
and supported us in our work, but the list risks being quite long and
tedious for the reader. All who have helped us are aware of the
importance of their contributions, and to them our sincere thanks.

xxiv Quantitative Methods in Tourism



Part 1

The Analysis of Data



Introduction to Part 1

The first part of this book contains a discussion of standard methods in
statistical data analysis: hypothesis tests, regressions, cluster and factor
analysis and time series analysis. They have been chosen for their
importance in the field of tourism studies, even though they are scarcely
treated in general tourism textbooks.

We have avoided highly sophisticated methods that, usually, can be
applied well only in special circumstances, but we have included some
extensions to the standard techniques. These, although well diffused in
other disciplines (e.g. non-linear analysis techniques for time series),
have not had a wide usage in tourism studies. Their effectiveness has
been demonstrated many times in other fields and we think they will
prove useful in this area too.

The content of this part is organized as follows.

The Nature of Data

Data are the main ingredient of all the methods discussed in this book
and are examined from a general perspective. The various types are
described and examined. The quality of data is then discussed and
practical suggestions for assessing and evaluating the suitability of data
in relation to the objective of an investigation are given. Finally, a list of
electronic sources of tourism data is provided.

Testing Hypotheses

A brief review of the basic statistical tests is provided. A discussion of
the issues related to sampling techniques is then presented. The chapter
extends the description to the family of non-parametric tests, seldom
considered by much of the tourism literature, but quite useful in
numerous cases. The final section deals with those cases in which a
limited sample could create problems in a study, giving the most
important methods usable to extract significant information even from
a small amount of data, or how to combine different studies.

Data Analysis

This chapter deals with issues related to the processing of data in
order to examine relationships and patterns. Data description, reduction
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and segmentation for predicting the groups that individual cases fall
into are described by using factor analysis, cluster analysis and
multidimensional scaling.

Model Building

Several methods are employed for the building of a quantitative
relation combining a set of empirical data. Regression models and
structural equation modeling are of fundamental importance in all areas
of science. Many of these are well known and used in the tourism field.
The chapter discusses these methods, highlighting the issues related to
the computational techniques used and the reliability of results in
different conditions.

Time-dependent Phenomena and Forecasting

This chapter contains a very brief discussion of the main time series
analysis methods that are typically used for forecasting purposes. The
availability of many other good works is acknowledged and the reader is
referred to these for more extensive treatment. Different uses of time
series are discussed, such as simple non-linear analysis techniques to
provide indicators for some characteristics of a system’s structure.

4 Part 1: The Analysis of Data



Part 2

Numerical Methods



Introduction to Part 2

The methods and techniques presented and discussed in the previous
chapters can be considered standard means for analyzing and describing
the data most commonly collected by academics and practitioners in
tourism and hospitality studies. Part 2 presents a few methods that,
although used by some, can be seen as more advanced additions to the
tourism researcher’s toolbox.

The methods are quite common in other disciplines and have a solid
foundation both from a theoretical and ’practical’ point of view.
Maximum likelihood estimates, Monte Carlo methods and agent-based
models are described and discussed with examples of their application to
tourism-related problems.

They are grouped together as they share an important common
feature: the necessity of a computer. For the methods discussed so far, a
computer is a useful tool and today no one would venture starting a
factor analysis or the computation of regression coefficients without
some calculating machinery. However, the techniques discussed in this
part are absolutely not usable without the power and ease of use of
modern personal computers. The alternative would be to replicate efforts
such as the one described by W.S. Gosset (better known by his pen name
Student) in his milestone paper ’The probable error of a mean’:

Before I had succeeded in solving my problem analytically, I had
endeavoured to do so empirically. The material used was a correla-
tion table containing the height and left middle finger measurements
of 3000 criminals, from a paper byW. R. Macdonell (Biometrika, Vol. I,
p. 219). The measurements were written out on 3000 pieces of
cardboard, which were then very thoroughly shuffled and drawn at
random. As each card was drawn its numbers were written down in a
book, which thus contains the measurements of 3000 criminals in a
random order.
Finally, each consecutive set of 4 was taken as a sample - 750 in all -
and the mean, standard deviation, and correlation of each sample
determined. The difference between the mean of each sample and the
mean of the population was then divided by the standard deviation of
the sample, giving us the z of Section III. This provides us with two
sets of 750 standard deviations and two sets of 750 z’s on which to test
the theoretical results arrived at. (Student, 1908: 13)
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Definitely not practical, also when considering that the typical number
of replications in a Monte Carlo simulation, for example, is one hundred
or one thousand times higher.

The content of this part is organized as follows.

Maximum Likelihood Estimation

The idea behind maximum likelihood estimation is to employ a
generalized procedure able to find the value of one or more parameters
for a given statistic that makes its likelihood distribution a maximum.
These provide efficient methods for quantifying uncertainty and asses-
sing confidence limits. As for the other methods described in this part,
the estimation methodology is simple, but the calculations involved can
be quite intense. Modern computer power is therefore the only practical
way of using these methods.

Monte Carlo Methods

Monte Carlo methods are a class of computational algorithms that
provide approximate solutions to a variety of mathematical problems.
They depend on repeated random sampling to perform statistical
experiments and can be loosely defined as statistical simulation methods.
Monte Carlo simulation methods are especially useful in studying
systems with a large number of interdependent degrees of freedom.

Agent-based Modeling and Simulations

Agent-based modeling and numerical simulations are means that
facilitate exploring the structural and dynamic characteristics of systems
that may prove intractable with analytical methods. The chapter
examines the issues related to them with particular attention to their
use in the study of socio-economic systems. Besides a general descrip-
tion, the possibilities, limitations and their relationship with other more
traditional investigation methods are examined. Special focus is put on
the assessment of their validation and reliability.
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